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• Geomagnetically	induced	currents	(GICs)	that	occur	
during	geomagnetically	active	intervals	can	drive	
power	outages

• The	ability	to	forecast	GIC	occurrence	is	needed	to	
provide	warnings	to	power	companies

• Ground	magnetic	field	perturbations	(dB/dt)	are	
used	as	a	proxy	for	GICs

• Solar	wind	and	interplanetary	magnetic	field	(IMF)	
data	from	OMNIWeb are	used	as	input	and	
SuperMag data	are	used	as	output	to	train	neural	
networks	to	predict	dB/dt

• Neural	network	models	have	some	capabilities	of	
predicting	timing	of	dB/dt	variations,	but	the	
magnitude	is	almost	always	lower	than	real	values

• We	explore	several	methods	to	improve	the	
magnitude	of	the	dB/dt	predictions

• We	trained	several	fully	connected,	feed-forward,	
artificial	neural	networks	for	six	SuperMag stations	
and	compared	the	results	for	eight	storms

• The	first	comparison	uses	“All”	data	and	“Storm”-
time-only	data.	Because	geomagnetically	active	
intervals	are	relatively	rare,	training	on	all	data	
includes	a	lot	of	quiet	time	with	only	small	
perturbations	to	the	ground	magnetic	field,	which	is	
likely	to	result	in	a	model	that	predicts	smaller	
perturbations.

• The	second	comparison	uses	several	different	loss	
functions	for	training.	The	loss	function	is	used	to	
compare	the	predicted	value	to	the	real	value,	and	
training	continues	until	the	loss	function	yields	
acceptable	results.	Mean	square	error	(MSE)	is	
commonly	used	for	a	loss	function,	but	this	tends	to	
penalize	models	that	predict	extreme	values,	
resulting	in	smaller	predicted	perturbations.	We	
show	comparisons	for	two	loss	functions	from	
Ziegler	and	McGranaghan (2021):

• Dynamic	range	:
𝐿𝑜𝑠𝑠
= 𝑦!"#$ − 𝑦%"$& + 0.1 (max(𝑦!"#$ −min(𝑦!"#$))
− (max 𝑦%"$& −min(𝑦%"$&))|

• Custom	tail:	
𝐿𝑜𝑠𝑠 = 𝑦!"#$ − 𝑦%"$&

'(1 + 𝑎)

where	𝑎 = 4𝑝 𝑖𝑓 𝑦!"#$ > 𝑇 𝑎𝑛𝑑 𝑦%"$& < 𝑇
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

p is	a	penalty	and	T is	a	threshold
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The	data	are	averaged	over	20-minute	windows,	
and	the	Heidke Skill	Score	is	calculated	based	on	
the	crossing	of	several	thresholds	within	the	
window.		Shown	here	are	the	results	for	the	
2001-03-30	storm	for	three	thresholds	
comparing	the	different	loss	functions.

• In	the	comparison	of	All	vs.	Storm-time	data	for	
training,	neither	model	has	predictions	with	
consistently	larger	magnitude.	Training	is	
faster	with	less	data so	we	have	deemed	it	
reasonable	to	continue	training	only	with	
Storm-time	data.

• In	the	loss	function	comparison,	the	Custom	
loss	function	has	some	intervals	of	
overprediction.	The	HSSs	are	comparable	for	
the	2001-03-30	storm.	In	future	work	we	will	
adjust	the	parameters	of	the	Custom	loss	
function	and	look	for	improved	performance.
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